
Criteria for evaluating estimators
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Obvious question….?

Which estimators are “best” in some sense?

Idea :

We’ve select the estimator that tend to be closest

or “most” concentrated around the true value of the

parameter

Say that

An estimator is most concentrated if it is more 

concentrated than any other estimator 
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So, it follows from the Chebychev

inequality…
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Which better estimator?
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CRLB

Cramer Rao - Lower Bound

 

 
  

 
2

2

;ln

'

is random sample aon  based

 CRLB then ,  ofestimator  unbiasedan  is 






















XfnE

TV

T



Example 4

 

! for CRLB findthen 

~ If



EXPX i



Efficiency
 

 

   
 

 

   
 

   
 











 ofestimator efficient an  is  if

ree

:by given  is  of estimator  unbiasedan  of efficiency The

, of  estimators unbiased allfor  1re if

efficient  be  tosaid is  of estimator  unbiasedAn 

re

bygiven  is  of estimator  unbiasedanother  to

 ofestimator  unbiasedan  of efficiency relative The




















T

T,TT

T

TT,T

T

TV

TV
T,T

T

T 



Example 5

Which one estimator that an efficient estimator for ?
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